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Abstract

Routing is the process of moving a packet from source to destination.
This process is implemented by special devices called routers. These
routers have memory to save the algorithms that control the routers.
Therefore, routing aims to find good paths from source to destination.
Network packet routing, a classic computer science problem, has had
two significant approaches: link-state and distance-vector. By using
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the simulation technique and by using C++language this paper
illustrates the ways in which these two protocols operate and
demonstrate their different complexities of operation in terms of time
variation and quantities of information processed.

Keywords: Routing, memory, C++language, protocols operate,
information processed.

1. Introduction.

Like many other problems in the real world, packet routing in
networks is one with consequences. The primary nature of the
problem is one of fixed (or perhaps dynamic) “distances” between
routers, usually expressed as delays based on link speeds, being used
as deciding factors for how to send a packet from a source to a
destination. The routing problem is not so much one of finding the
shortest paths, but how to communicate information amongst nodes
so that they can determine

where packets should be sent according to their determinations of
shortest

paths. The complexity involved in solving this information-sharing
task varies

between the two historical approaches: link-state and distance-vector.
The methodology that the paper followed is a simulation technique
using the C++ language.

2. Type of Routing Algorithms.

Therefore, the routers work under algorithms that are designed for
them, and these algorithms are called routing algorithms. The aim of
a routing algorithm finds the optimal path from source to destination.
The best path or good path means is one path that has the least cost
than other paths that lead to the same destination [1].There are three
ways to classify the routing algorithms which are

- First way is according to whether they are global or decentralized

- Second way is according to whether they are static or dynamic

- Third way is according to whether they are load sensitive or load-
insensitive [1].

In the first way which is global or decentralized, we have two kinds
of information that the router must know them.
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In global routing algorithms or known link-state (LS) algorithms
must have global knowledge about the network which means the
routing algorithm has complete information about connectivity and
link costs between nodes. After collecting all information, a global
routing algorithm will compute the least-cost path between a source
and a destination.

On the contrary, a decentralized routing algorithm, or as known
is called a distance-vector (DV) algorithm. In this approach, every
node has information or knowledge about its neighbors only. "Node
and its neighbors mean there is a link between them." Therefore, a
node does not have complete knowledge about all nodes and the
costs in the network.

In the second way which is static or dynamic, and from its name, the
difference between them is as follows.

“In static routing algorithms, routes change very slowly over time,
often as a result of human intervention.” On the other hand, dynamic
routing algorithms will change the paths due to network traffic loads
or topology changes. But a dynamic algorithm is more sensitive to
problems such as routing loops and oscillation in routes due to it has
a direct response to any cost changes or in the topology of the
network.

The third way is load sensitive or load-insensitive. In the load-
sensitive algorithm, “link costs vary dynamically to reflect the
current level of congestion in the underlying link." On the other
hand, routing algorithms are load-insensitive these days as a link’s
cost does not explicitly reflect its current level of congestion [1].

3. Complexity Measures

As we know the most common complexity measures are time and
space, in addition, to the number of operations. Furthermore, there
IS some less common measure, such as power consumption which
have two types. The first one is direct power consumption which
means the power used to run the machine and indirect power which
Is used to increase the brightness of the screen, for example [2].

In routing algorithms, there are 4 four complexity measures. These
complexity measures are the computational rounds, space, the
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number of messages, and the amount of time, required by algorithms
[3].

1- Computational Rounds: count the number of rounds until the
algorithm termination led to measure time in synchronous
algorithms. Therefore, the time complexity is the maximum number
of rounds until the algorithm has finished. However, in an
asynchronous system, the measure of time is less straightforward.
We need to propagate waves of events to count the number of
rounds.[8]

2- Space: here we must know whether the router algorithm is
global or local. If it is global, the whole space will equal the total
space used by all computers. If it is local, the space will equal the
space needed for each computer.

3- Local Running Time: In a global routing algorithm is very hard
to analyze the global running time because computations are carried
out across many computers over the network. Therefore, we can
analyze the amount of local computing time required for a particular
computer.

4- Message Complexity: The message complexity of an algorithm is
the maximum of the total number of messages sent between all pairs
of nodes during the computation [3].

4. Routing Problem.

As we know computer networks used routers to send packets toward
remote destinations, therefore the router must know which neighbor it
should forward a packet to so that it reaches its destination. Therefore,
the routing problem is actually about communicating and using
information from other routers to build a routing table. There are
some challenges in routing problems such as sharing necessary
connected neighbor information so that optimal next hops can be
determined. In some router algorithms, the node is blind or has no
knowledge of the whole network except for its immediate neighbors.
The question here is, how can you reach a destination when you have
no idea where it is?

To solve these problems, this paper will discuss two router algorithms:
Link State Routing Algorithm and Distance Vector Routing
Algorithm.
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5. The solution.

This paper used some graphs to represent the routers and links.
Furthermore, a graph is used to formulate routing problems. A graph
G = (N, E) where N will represent nodes "routers,”, and E will
represent links or edges "physical links™" between each node [4].

5.1- Link State Routing Algorithm.

It is known that thelink State represents a global routing algorithm.
Therefore, nodes have complete information about connectivity and
link costs.

This approach involves gathering link-state packets from all other
nodes. Therefore, links state routing algorithm, one assumption is
always there that the network is fixed, and a cost is attached to each
edge of the network. After that, all the information about connectivity
and the cost of an edge is passed as input so that the least-cost route
can be selected.

To achieve this link-state broadcast algorithm is used. At the
beginning of this process, each router broadcasts its status to all other
present routers using a flooding routing algorithm. Each node floods
the entire graph with the information that is linked and cost
information about all its adjacent edges. After that, each node in the
network has identical as well as complete knowledge of the graph or
network, which results in the same set of least-cost paths [1]. Then,
each node applies Dijkstra's algorithm to its whole graph of the
network to identify optimal next hops.

Therefore, the Link State algorithm is also known as the Dijkstra
algorithm which is used to compute the least-cost path from one node
to all other nodes in the graph. For example, figure 1, the paper used
this graph that has 6 nodes and 10 edges to explain the Dijkstra
algorithm, and how to compute the shortest path from K to all other
nodes.
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Figure 1: Compute the shortest path from K to all other nodes.

At starting, Dijkstra's Algorithm starts from the source node which is
K and assigns the value infinite as the cost between k and other nodes
figure 2. Then the K node will compute the paths to all neighbors who
are A, L, and W, and the new cost are 1,3,6 respectively figure 3.
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Figure 2: Assigns the value infinite  Figure 3: K node Compute the

paths to all neighbors

After that, the algorithm will choose the path that has the least cost
between A, L, and K to go to the next node. here we will move to A
figure 4.

Node A will compute the paths to all neighbors which are L, W, and
S, and the

new cost to S and W are 2 and 5 respectively. Because the cost is the
same as L there is no change, and because it visited node K the
algorithm will not compute the path from A to K although its
neighbor. The algorithm will go to the next least cost path which is 2
so we will go to node S figure 5.
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Figure 4: the algorithm goes to Figure 5: Node A will compute
node A, due to it has the least cost the paths to all neighbors

As well node S will compute the paths to all neighbors which are W,
H and the new cost to W and H are 4 and 5 respectively. The last
shortest path to W was 5. So, when node S finds another shortest path
to W the algorithm will update the value to 4 and will go to the next
least cost path which is 3, or to node L figure 6.

Likewise, node L will compute the paths to all neighbors, which is W.
Because the path from L to W is 6 which is greater than another
shortest path to W. There is no change in the value, and will go to the
next least cost path, which is 4 so it will go to node W figure 7.

g g = -
Figure 6: the following least Figure 7: Node L will compute the
cost path which is node L paths to all neighbors

Repeatedly, Node W will compute the paths to all neighbors, which is
H. Because the path from W to H is 9 which is greater than another
shortest path to W. There is no change in the value. The algorithm will
go to the next least cost path, which is 4 so it will go to node H figure
8, and node H, will not compute the paths to all neighbors because all
neighbors already have visited, and there are no other nodes not visited
figure 9.
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Figure 8: the algorithm goes to Figure 9: All nodes have visited
node H due to it hag the least and saved the shortest path
cost. possible to reach each node

Note: all nodes will compute the shortest path to all their neighbors
that have not visited. For example, the shortest path from K to W will
be from K to A to S to W, which equals 4.

5.1.1 The computational complexity of Link State Algorithm.
How much computation must be done in the worst case to find the
least-cost paths from the source to all destinations?

Overall, the total number of nodes we need to search through over all
the iterations is n(n + 1)/2, and thus we say that the implementation of
the LS algorithm has worst-case complexity of order O(n?), and each
router has O(n) space, and the overall message complexity is O(Ne)
where O refer to Big O notation as a mathematical notation used to
classify algorithms according to how their run time or space
requirements grow as the input size grows.

The Link-State Routing algorithm involves two stages of processing,
which are flood and gather and Dijkstra Algorithm. Therefore, the
complexity of the first function is the number of nodes and edges, and
the complexity of the second is a function of the number of nodes only.
Because the algorithm will use merely the shortest path to any node
that means will not use all paths in the graph. In addition, the delay in
detecting failed nodes may cause a problem known as detection delay.
This problem leads to lost packets due to forwarding data packets into
a black hole Figure 10 which can be solved by using the Time to live.
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Figure 10: failed link between node D & node Z.

Another issue is Out-of-order packets reaching the destination.
These issues lead to an increase in the complexity time [1,3].
Dijkstra algorithm does not accept any negative edge; therefore, the
algorithm will return null, or error message. Our idea, if the Dijkstra
algorithm accepted a negative edge, thus could lead to fails to
accurately compute distances.

5.2 Distance Vector Algorithm.

In decentralized routing algorithms, the calculation is done in a
distributive and iterative manner. As the packet arrives each node
begins to collect information about its directly connected links. The
exchange of information is processed with neighboring nodes and
hence least cost route is found. These algorithms are referred to as
Distance Vector Algorithm.

Since the Distance Vector Algorithm is the distributive extension of
Bellman-Ford algorithm, it is distributed, asynchronous, and
iterative. It is distributed because each node in the graph will receive
some knowledge from all its neighbors only then compute the path
and send it back to its neighbors, and “It is iterative in that this
process continues on until no more information is exchanged
between neighbors.", and this process does not require all the nodes
to work together, hence it is asynchronous.[9]

The word Distance Vector stands for a bucket array as a matrix to
store the length of the best-known path from one router to its
neighbor router. Now neighbor router behaves as the information
center and it passes the information to the next router hence all the
routers are tracked with the required information [1].

Distance Vector algorithm involves gathering update packets from
neighboring nodes. Basically
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1. Each node initially only knows direct delays to all neighboring
nodes

2. Each node floods its neighbors with updated packets indicating
its own connection information (delays to neighbors). These
packets are not forwarded.

3. Based on the updated information, if any, from each neighbor,
each node updates its distance to other nodes based on the sum of
the distance to its neighbor and the distance from its neighbor to
the destination node.[7]

4. Steps 2 and 3 are repeated so long as updates produce changes
in tables.

For example, we have the following Figure 11 that has 3 nodes
which are A, L, and K, and 3 edges to explain the Distance Vector
algorithm and how works.

Figure 11: Graph with 3 nodes and 3 edges.

In Distance Vector algorithm every node has a table that will have
all information about its neighbors as following Figure 12.
Note that:

It is not used

There is a path between these two nodes but not a
short path

- Short path.
Became not the short path.
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Figure 12: Each node has a table containing neighbors' information

After that, every node collects data for the cost of the path to its
neighbors only. Take notice, if there is any node that is linked to L,

node A and K will not have any information about this node at this
time figure 13.

A ViaA |Vial | ViaK

To A

Tol

Te K

Not used
L ViaA [Vial |ViaK @ K ViaA | Vial | ViaK

To A To A
Tol 2 1 Tol

7

Figure 13: Nodes A, L, and K know the cost of the path between them

Next step, every node will receive data from its neighbors. For
example, Node A will receive two tables or data from node L and node

K figure 14.
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L K A Via A |Vial |ViaK
To A
ToL - shortpath
ToK Not used

K A @ A L

L Via A |Vial [ViaK 2 1

To A H To A
©@ , @@=
To K 7 | 7 To K

Figure 14: Nodes A, L, and K receive complete data about each other.

K Via A | Vial | ViaK

Figure 14: Nodes A, L, and K receive complete data about each other.
After nodes receive these data, they will update their data, and
depending on this information all nodes will find a new path to the
same destinations, and these paths could be the shortest path or not
figure 15.

Finally, the Distance Vector algorithm has the shortest path between
all nodes. Note that, if the cost has changed between any two nodes,
all nodes will update their data to compute the shortest path again.
5.2.1 The computational complexity of Distance Vector
Algorithm.

Speed of convergence of the Distance Vector algorithm can
converge slowly and can have routing loops while the algorithm is
converging, also.

L K A v|aA|v|aL|ViaK _
11—,:: P Not used
Path / not short @
K A A L

L Via A |Vial |ViaK

2 1
SEET O, ©
Tol 7

To K

Figure 15: All nodes have the shortest path

Distance Vector suffers from the count-to-infinity problem. The
Distance Vector algorithm requires message exchanges between
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directly connected neighbors at each iteration. Each node needs O(N
e) storage where N is the number of nodes in the network and m is
the number of link, and in the worst case, the total message
complexity is O(n?m) [1,3,5].

6. Comparing the performance of algorithms.

In order to compare the protocols a C++ program simulating them
was developed for this project. Table 1 shows the execution time for
Link State and Distance Vector, in the experiment used several
inputs starting from 50 nodes to 300 nodes and calculate execution
time. Figure 16 is a graph showing the difference between the two
algorithms, and we note that the gap between Link State and Vector
State increases with the number of nodes, due to the different
approaches between them.

Let us conclude our study of Link State and Distance Vector
algorithms with a comparison of the complexities of operation table
2.

In message complexity, Link State requires each node to know the
cost of each path in the network, therefore it needs O(NE) messages
to be sent. Also, whenever a path cost changes, the new path cost
must be sent to all nodes. On the other hand, The Distance Vector
algorithm requires message exchanges between directly connected
neighbors. Also, whenever a path cost changes, the Distance Vector
algorithm will propagate the results of the path cost only
if the new path cost results in a changed least-cost path for one of
the nodes attached to that path.

Table 1. Show execution time

Number of nodes Execution Time (second)
Link State Distance Vector
>0 0.011 0.016
100 0.02 0.071
150 0.063 0.3
200 0.114 0.491
250 0.213 1.077
300 0.34 1.447
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Figure 16: Execution time vs number of node
Speed of Convergence. the Link State is an O(n2) algorithm
requiring O(nE) messages and potentially suffering from
oscillations. The Distance Vector algorithm can converge slowly
and maybe has routing loops while the algorithm is converging.
Furthermore, Distance Vector suffers from the count-to-infinity
problem.

Table 2. Complexities of Operation

Complexities of | Link State Routing Distance Vector Algorithm
Operation Algorithm

Message ONE) The exchange between
complexity neighbors only

-It can converge slowly
Speed of ) . convergence time varies

Convergence O(n°) - Relatively fast | _ Maybe have routing
- Count-to-infinity problem

7. Conclusion.

In order to transfer packets from a source to the destination, the
network layer must determine the path that the packets are to follow.
Therefore, at the heart of any routing protocol is the routing
algorithm that determines the path for a packet. The aim of a routing
algorithm is to find a short path from source to destination, but there
are some concerns that come into play to complicate the work of
algorithms. In this paper, we presented the implementation of the
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link-state and distance-vector routing protocol. It presented an
overview and explanation of the ways to operate and demonstrate
the different complexities of operation in terms of time variation.
Our results indicate that the Link State overall message complexity
is O(Ne) while the total message complexity of the Distance Vector
is O(n?m). Both algorithms work correctly only when all nodes
maintain paths to all destinations. finally, neither algorithm is the
best than the other, and both of them are still used in the internet.
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